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[Tara Rice]
Hello, everyone. 
I'm Tara Rice, and I'm with the Office of Population Affairs, OPA. On behalf of OPA, I would like to welcome each of you to today's webinar, "Evaluation 101." Today's webinar is the first in a series of webinars on evaluation delivered by Mathematica, OPA's evaluation technical assistance provider. These webinars are open to anyone who's interested in learning more about the evaluation approaches and terms that are used within various OPA-funded projects.

Today's webinar, "Evaluation 101," will cover evaluation basics and define key terms which will fit in Stage 4 topics that will be covered in more detail on subsequent webinars within the series.
Next slide.

I'd like to just set the stage for what you can and cannot expect us to cover today on this webinar and in this series. You can expect us to discuss the types of evaluations and research questions that might be part of an OPA-funded project generally and to lay a broad foundation for upcoming webinars that will go into more detail about the types of evaluations that one would use at different points in the evidence-building process. 
However, please note that we will not be answering questions about the NOFOs. We will not be able to answer questions about specific requirements of OPA grants, and we will not be able to provide consultation on individual proposed projects or grant applications.

So with that, I would like to now turn over the presentation to our main presenter, Jean Knab from Mathematica.

Jean?

[Jean Knab]
Thanks, Tara.

My name is Jean Knab, and I'm a principal researcher at Mathematica. I've had the pleasure of being an evaluation technical assistant, or TA as we call it, provider for the Teen Pregnancy Prevention program since 2010. I've also provided TA to grantees and FYSB's PREIS, Tribal PREP, and SRAE grant programs. So it's quite possible that I've met some of you already or at least have heard about your great work if you've been an OPA or FYSB grantee previously or currently.

I currently direct the TPP Evidence Review, which reviews evidence on the effectiveness of TPP programs. Hopefully some of the studies you'll be undertaking will feed into the TPP Evidence Review one day or may already have. I myself have conducted impact, implementation, and descriptive studies of TPP programs and other programs. I've also worked as parts of teens developing content, including facilitation skills training and online training of sexual health for parents and caregivers of youth in foster care and healthy relationship and online safety resources of teachers and parents of youth with intellectual disabilities. 
So I and the other TA providers you're going to hear from in upcoming programs have done similar work to what you're doing or will do. So we understand how challenging but also rewarding it can be, and we love being part of the TPP Technical Assistance Team.
Tara already gave you a little bit of a preview that we're hosting a series of webinars designed to help you plan your future evaluation activities. Some of you may be wrapping up an evaluation and thinking about what's next, and some of you may be new to evaluation and are wondering where to start. So we're going to host a series of webinars that provide a common understanding of what OPA means by evaluation and the different types of activities that can fit under that umbrella term. Let me tell you a little bit more about the goals of each of the webinars we'll be hosting.

Today, as Tara mentioned, we'll be covering the basics of evaluation, particularly the difference between formative evaluation -- which includes methods to use when you're developing, improving, or monitoring a program – and summative evaluation, which includes methods to use to show program effectiveness. For some of you, this might be new content and terminology; but many of you may be familiar with the content that I will present today, and we get that. But the goal of today's webinar is really to lay the groundwork for these upcoming webinars that are more focused. We really want to make sure we're using common terminology, as some of the terms that we'll discuss can mean different things to different people. 
For instance, many people wouldn't use the word "evaluation" to cover program monitoring; and that's fine. People can disagree on this point; but we're including it as a form of evaluation because like other forms of evaluation, program monitoring should involve having pre-established questions you want to answer – thinking about those in advance -- collecting data, and analyzing data. So even if it feels very different than, say, collecting data to assess program effectiveness, you're using many of the same processes and tools.
In the second webinar, tomorrow at 2:00 p.m. Eastern, we will get into more detail about formative evaluation approaches that are appropriate when you're implementing a Teen Pregnancy Prevention program. So we'll talk about recommendations for monitoring and continuing quality improvement activities to ensure that programs are implemented with high quality, fidelity, and are a good fit for the community. While we'll use the Tier 1 grant model as our primary example in that webinar, this approach to monitoring is relevant to other grant streams as well, including grantees conducting impact evaluations.

What we'll talk about will be relevant not only for sort of the evidence-based-curriculum or evidence-based program or curriculum that's sort of the core of the project, but also other parts of the project as well – for instance components like connections to services, meaningful use engagement, or safe and supportive environments.

In the third webinar, we'll get into more detail about formative evaluation approaches that are appropriate when you are developing an innovative intervention, both during the creation of the innovation and also during the development of evidence for the innovation.

Finally, in the last webinar we'll get into more detail about feasibility and design recommendations for conducting a study of a program that has been piloted and is ready for large-scale testing with the goal of demonstrating that the program works. The webinar will be relevant not only for those conducting impact evaluations, and we'll talk more about what that means today, but also those at the tail end of building evidence for innovative programs you might not be ready for an impact study but still want to generate some evidence of promise.

We expect that the last two webinars will be scheduled for mid-March, and it's also possible that we'll be switching the order of those two. So keep your eye out for invitations from OPA for those two webinars.

So to give you a little road map for today's presentation, I'll first get into more detail about what we mean by formative and summative evaluation. The terms "formative" and "summative" evaluations don't correspond to specific methods. Both kinds of evaluation use similar data collection approaches and analytic methods. Rather, they really refer to the goals for the evaluation, which we'll talk more about in a minute.

Once we spend some time covering an overview of formative and summative evaluation, I'll spend some time talking about the types of studies you might undertake within these broad umbrellas depending on the research questions you want to answer. As I mentioned a moment ago, the next three webinars will build on this high-level presentation with more details and specific examples. My goal today is to emphasize breadth over depth to set the stage for the remaining webinars in the series.

At the end of today's presentation, we'll share some existing resources that might be useful for you and then have time for questions and answers.

All right, so when is formative evaluation right for you?

There are two situations where formative evaluation is probably the right approach. The first situation is when your program isn't 100% final; you're still developing the program or actively want to continue to refine the program, and you would use formative evaluation to do that.

The other situation is when you think your program development is essentially done, and you're conducting program monitoring activities to see how the program is resonating and also looking at your implementation of that program; for instance, staff quality and youth engagement. Continuous quality improvement activities are a form of formative evaluation. The key to formative evaluation is that you're collecting data, and you're using that data to feed right back into something that's a work in progress rather than attempting to show the promise of a fully-realized program.

Regardless of for which purpose you're doing formative evaluation, you may test parts of your program; for instance, to see if a new activity resonates with participants or the whole thing. I'm using the term "program," but it may be that you're looking at a practice or a policy or a tool or a full project. Again, that includes a program and other components, and the same formative evaluation concepts will apply. You may be just operating on a different scale and looking at different kinds of outcomes that are relevant for you.
You may conduct the formative evaluation in one round or through a series of tests where you're refining the program or your processes in-between. You may have heard of rapid-cycle evaluation, which is a form of formative evaluation that uses a series of tests over a short period of time where you test and refine and test and refine. 
Similarly, formative evaluation can be done on a small scale or a large scale. For instance, you can conduct a small pilot of a new parent component in just one school to see if parents attend and they like it; or you could collect data from all youth participating in a program across a set of schools to learn about satisfaction with the full program.

You can use formative evaluation to help you determine if you're ready for summative evaluation, which I'll talk more about in a minute. But before I do, I wanted to mention one more thing about formative evaluation. We often get asked by grantees about whether or not they need institutional review board (or IRB) approval for these kinds of formative activities. Evaluation activities that are for program improvement only are typically exempted from needing a full IRB review. That said, because you're collecting data you should run it by an IRB; and you could likely apply for an exemption.

All right, so now let's talk a little bit about summative evaluation. You undertake summative evaluation when you're essentially done making changes to your program and you want to see whether and how it works. That's not to say you might not make a program improvement based on the results, but the primary goal of a summative evaluation is not to inform program improvement. The primary goal in a summative evaluation space is to put your fully-developed program into the field and obtain an estimate of its effectiveness, and hopefully you show that it works. These studies would typically require IRB approval.

A summative evaluation is typically done with a large sample, as that's often an ingredient of an informative test of a program; that is, one that has a good chance of showing statistically significant findings.

So we've talked about the two broad categories of an evaluation. Let's break those down a bit into specific types of studies you could conduct within each type of evaluation.

This figure shows six types of studies you could undertake, and an example of the research questions they can answer. I'll take you briefly through each one now, and then we'll get into more detail in the remainder of the program.

On the left side of this figure, you'll see three ribbons that represent three kinds of studies that grantees typically undertake as it would fall under the umbrella heading of formative evaluation. Those are a needs assessment, an implementation study, and an outcome study.

A needs assessment answers the question like what is known about the landscape in which a program operates or will operate. 
An implementation study answers a question like does the program or program component operate the way it was intended to operate. 
An outcome study answers the question of whether the program is associated with favorable outcomes.
Summative evaluation also frequently includes an implementation study and possibly an outcome study, with both answering similar research questions to those you'd ask in a formative study. But in the summative case, it's about the fully-developed and tested program. These summative evaluation activities would build on what you learned when you conducted similar activities in a formative phase.

As we look to move from left to right across this continuum of knowledge-building activities, the end goal for most programs is an impact study, which on the fourth ribbon. An impact study answers the question does the program cause favorable outcomes. Unlike an outcome study, in an impact study you can isolate whether the favorable effects you see are the result of the program because it requires comparing program data to data for a comparison group who didn't get the program. Typically, an impact evaluation is undertaken after a formative evaluation has helped you work out the kinks and show preliminary evidence of favorable outcomes.

Finally, we'll talk briefly about two other types of studies shown on the right-hand side of the figure, economic studies and systems change studies. 
An economic study can answer a question like is the program cost-effective, and that kind of study would typically undertaken after or in conjunction with an impact study.

Finally, a systems change study is a somewhat unique case where you're assessing a broad-based intervention implemented in a community or an organization or a network. In a systems change study, you can answer a question like who are the players working on addressing this complex problem, and how do we improve their coordination. That kind of study could be done in a formative or summative manner.

So in the remainder of the webinar, I'll provide a little bit more of an overview of each type of study. At the end of the presentation, we'll have a resource page with some links to existing resources to learn more about each kind of study. Again, the remaining webinars in the series will go deeper into which of these studies is most appropriate for the goals for your program or project or innovation.

Let's talk a little bit more about a needs assessment. Particularly if you are going to develop a program or policy from scratch or adapt an existing one for a specific population or context, you should conduct a needs assessment. Typically, a needs assessment tries to identify the needs and strengths of populations or organizations or communities and tries to understand the context and the demand for services. You would typically use both qualitative and quantitative data collection, like interviews and surveys.
Some questions needs assessments could address are...

Which populations of youth need services? Then, you might do a curriculum scan to determine what existing programs might address the needs and strengths of those youth.

You might ask how can a program be developed for this program, or is the selected program a good fit. 
You might ask is the planned program feasible in this setting; for instance, does it fit within the time allotted or available.
Or you could ask how you should adjust the program to meet the needs of the youth you're serving.

To give some examples, a recent innovation grantee serving expectant and parenting teens fielded a survey to learn more about the characteristics of expectant and parenting teens in their area and what their needs were. 
Another grantee implementing an evidence-based program conducted interviews and was surveying each community they wanted to work in to understand their knowledge, attitudes, beliefs, and opinions about social issues before choosing a program and implementing in that area. They did that for two reasons; one, to select a program that addresses local needs and desires and, two, so that they could begin to build relationships to get buy-in for programming and potentially for a future impact evaluation. So the needs assessment can serve multiple different purposes for you.
In both formative and summative evaluations, you could conduct an implementation study on its own or to supplement what you learned from an outcome or impact study. You can use both qualitative and quantitative data to answer questions about the implementation of the full program or any part of it.
In a formative implementation study, you might ask questions like...

Did the program adaptation you made resonate with the population? 
Again, I'm using the word "program" a lot; but I recognize that some of you are or will be working on creating interventions that aren't traditional in-class TPP programs. 
You may be implementing components in addition to an evidence-based program and have questions about those components. 
Your target population might be adults and not youth. 
You might be working on policy changes or practice changes. In that case, your implementation study might ask did staff understand the policy change as written.

Everything we're talking about today and in other webinars applies to all these different cases and can be scaled as appropriate for what you're working on. 
Another activity you might undertake in an implementation study is to host focus groups to determine whether the survey questions you asked in your outcome study were understood by participants in the way that you intended. That would be useful for informing a future impact study, knowing that the measures you're using are really capturing what you want to capture.

In either a formative or summative evaluation, you can ask questions like...

Did facilitators feel prepared to implement the program or the program component?

Was the program implemented with fidelity, and did participants receive the intended dose?

Were participants engaged?

In the formative study, again, you're still expecting to tweak and change the program as a result of what you learn. In the summative evaluation, you're ideally confirming that the new batch of staff also felt prepared and the new participants liked the program, as at that point you've likely scaled up and brought the program to new people and places. Then you have that context to share along with any outcome data that you have.

In both formative and summative evaluations, you may also conduct an outcome study where you're looking at survey data or administrative data to see if there's evidence to suggest that outcomes improved for participants. You could also look at things like whether outcomes differed for different subgroups to see if the program was, say, more beneficial for younger or older youth or youth who received program in-person versus an online setting.

Typically for an outcome study when you don't have a comparison group, you would focus on outcomes you expect to move the needle on in the short term – outcomes like satisfaction or knowledge if you're looking at a youth education program or referral rates if you're looking at a policy or practice change about how youth get referred to or connected with services. So you could look at pre/post changes in those outcomes for participants or organizations implementing the policy.
As part of the outcome study, you might be testing the measures you want to use in a future impact study. We talked about using the implementation study to make sure people understood the questions asked. In the outcome study, you can look at the magnitude in change of outcomes; and that gives you a sense of the maximum amount of change you might expect to see in a future impact study, which could inform your future study power calculations.

So now let's come back to the same figure I showed you earlier. When conducting formative evaluation, you might repeat certain studies multiple times, like your implementation and outcome studies, as you refine the program and until the program is set. At that point, it's well-defined; it's being implemented well; and it seems to be moving the needle on the short-term outcomes you expect to see. At that point, you're ready to move to summative evaluation.

Some people may choose to conduct a large-scale outcome and implementation study to see if you're ready for an impact evaluation or because that's all you can afford or because that's all that's appropriate for the specific grant program that you're in. Others of you may be ready to move on to an impact evaluation.

As I mentioned earlier, an outcome study answers the question is the program or practice associated with favorable outcomes. 
An impact study answers the question of whether the program or practice causes favorable outcomes.

In an outcome evaluation, you only collect data from participants; for instance, youth or parents who receive the program or organizations that implemented the policy.

In an impact evaluation, you collect data not only from participants but also from a comparison group so that you can see what would happen in the absence of a program or for people continuing with business-as-usual services or policies. Looking at the outcomes for that comparison group and comparing those to outcomes for the program group allows you to net out changes not related to the program. This is very important, especially for outcomes that are expected to change over time naturally or when there are other programs, policies, or practices that are co-occurring. This is why evidence reviews, like the Teen Pregnancy Prevention Evidence Review, require studies to have a comparison group as a minimum requirement for generating evidence of program effectiveness.

So let's look at an example to help demonstrate the differences in what you can learn with an outcome evaluation versus an impact evaluation. I'll walk you through this graph.

The graph on the screen shows the sexual initiation rates after the program ended of three hypothetical programs designed to encourage youth to delay sexual activity. Assume none of the kids in any of the programs had initiated sex prior to the program starting. The graph shows three bars, which represent the sexual activity rates for youth in each program at program completion. So after the program, Program 1 youth had sexual initiation rates of 30%; in Program 2, 40%; in Program 3, 50%. If you just look at this data, which is outcome data, you might think that Program 1 has done the best if the goal is to slow sexual initiation rates.
But if we add a comparison group to the study, we get a different picture. We've now added bars to the graph showing the sexual initiation rates of comparison group members associated with each of the programs. Assume the comparison group for each program was randomly assigned to continue with business-as-usual services in their community and also that none of those youth had initiated sex before the program started.

So after the program period ended, for Program 1 the comparison group had a comparable rate of sexual initiation as the program group. They were both at 30%. For Program 2, the comparison group had a rate of 50%, which is 10 percentage points higher than the program group. For Program 3, the comparison group had rates of 70%, which is 20 percentage points higher than the program group. So once we add the comparison groups, you can see that Program 1 didn't actually reduce rates of sexual initiation at all; but Program 3 did by roughly 20 percentage points. That's because we needed to know the counterfactual.

We need to compare the youth who got the program to similar youth in similar settings that didn't get the program so that we can net out changes that are occurring due to age or context or media or other programming that both groups of youth might get.

All right, to wrap up our discussion of outcome and impact studies, there are pros and cons to both outcome and impact studies; but ideally, you would undertake an outcome study prior to an impact study. Outcome studies can be done with smaller samples and at a lower cost than impact studies. In an impact study, it can be challenging to convince people to be part of a study where they might be or definitely will be in a comparison group. But what the impact study, and only the impact study, gives you is the ability to know whether the program caused the changes you're observing. We'll get more into how to do and design and implement evaluations and the different kinds of impact study designs in the fourth webinar in the series.

Importantly, both types of studies – both outcome and impact – can generate some foundational evidence about program promise. This is why they show up on the right-hand side of the summative evaluation evidence-building continuum on the next slide.

All right, I'm just going to spend a couple of minutes talking about the other two types of studies we discussed on the right-hand side of this figure, the economic studies and system-change studies, both of which we'll share resources about if you'd like to learn more. But those won't be covered in the upcoming webinars.

All right, an economic study is very different than the other types of studies we've been talking about. As the name suggests, financial information is needed for this type of study. There are three types of cost studies or cost analyses that TPP grantees might explore...a cost study, a cost-effectiveness study, and a cost/benefit study. 
A cost study identifies the resources required to implement a program, including both cash and in-kind contributions; and it answers a question like how much does it cost to implement Program X in a school. A cost study serves as the foundation for all of the other economic studies.

A cost-effectiveness study is designed to answer a question like what is the most cost-effective option to reduce some outcome like teen pregnancy. The results are typically expressed as a ratio, program costs divided by a program's effectiveness at changing an outcome of interest; for instance, an averted teen pregnancy. A comparison of cost-effectiveness ratios for different programs would indicate which program produces a given outcome at the lowest cost. Cost-effectiveness analyses require program cost data, program impact data, and data on participant enrollment.

Finally, a cost/benefit study requires the same data as a cost-effectiveness study plus evaluation of outcomes from a variety of perspectives – like a societal perspective – in dollars. It answers a question like do the benefits of Program X outweigh program costs. 
Most grantees would typically only undertake a cost study, and a cost study can be really useful data to those who might implement the program in the future.

Finally, the last type of program we wanted to talk about is a systems-change study. This is a very specific kind of study that looks at changes resulting from a broad-based intervention implemented in a community or an organization or a network. It answers questions like...

Who is part of the network or system, and how did membership change over time? 
What is the nature of collaboration between participating organizations within the system, and did it change over time?
After the intervention started, were there changes in policies or practices or resource flows?

A systems change study uses both qualitative and quantitative data to describe these changes that occurred alongside the implementation of the intervention. But the results of systems change studies can't be presented as an impact or a change that resulted from the program. To know whether these broad-based interventions really worked, you'd need to roll them out in multiple communities or organizations and also include a comparison group of multiple communities or organizations that didn't roll out the intervention. 
Again, just like we talked about with other impact studies, if you don't have that comparison group, you don't know if other things going on in the local or national context may have contributed to the observed outcomes. So the same sort of format applies, and you would sort of treat that like a regular impact evaluation. A systems change study could be done in sort of a formative or summative manner.
All right, just to recap the main take-home messages about when to conduct formative or summative evaluations, formative evaluation approaches are generally useful when you're developing or refining a program, one that isn't 100% final. You want to keep tweaking and improving the program because you know it's still a work in progress. That could include scaling up evidence-based programs where you may be focused more on refining the implementation of the program more than the program itself.

On the other hand, summative evaluations are appropriate if your program is closer to the finish line and you want to start generating evidence to show its promise or even its effectiveness. Both approaches are important and useful. You just need to think about where your program is in the evidence-building curriculum so that you can determine whether to devote evaluation time and resources to a formative or summative evaluation.

So there are a lot of resources available on OPA's website and the RHNTC website, which is www.rhntc.org. We've included here some of the more evaluation-focused resources, but there are many others. We've included resources here on each of the different types of studies we talked about today and also some of the activities you would undertake within them; for instance, conducting observations or focus groups in an implementation study doing qualitative analysis or doing pre/post analysis. 
Again, these slides are available on the site where you registered for this webinar. There should be a link in the Chat for those so you can access these links by downloading a copy of the slides. The slides will also be posted on the RHNTC site in the near future, but you could also use the "Search" feature on the RHNTC site to find resources that are relevant for you.

Again, in the three remaining webinars we'll be hosting, we'll dive more deeply into the types of questions you'd answer in formative and summative evaluations and things to think about, depending on where your program is in its stage of development.

So at this point, I am going to turn it back to Tara to moderate the Question and Answer session.

[Tara Rice]
Thank you, Jean, for that rich discussion on evaluation. 
At this time, we'll open the Question and Answer period. I'd like to just give you a reminder that we'll not be taking any questions about the NOFOs or about individual applications, but questions about the content that we've covered today are very welcome. 
Before we start Q&A, I'd like to check in with Russ Cole from Mathematica to see if any common questions have come in via the Chat during the webinar.
Russ, is there anything that you'd like to reiterate from the Chat?

[Russ Cole]
Sure thing, thanks, Tara. There was one question that did come up and the question was – I think, Jean, you covered it in that recap. The question was: "Is formative evaluation considered research, or is it a part of program implementation monitoring?" 
Jean, do you want me to take a quick stab at that?

[Jean Knab]
Sure, yeah.

[Russ Cole]
So I think Jean's points during that recap were really helpful for this. I think thinking about the goals of the work kind of helps structure this. If your goals are to improve your program, then you're probably in that formative evaluation space – you know, what kinds of activities can we do to refine the program or help the implementation of the program be as optimal as possible. I think that the spirit really is about improving the program and getting it as ready as possible for the next step, like the evidence-building process.
Whereas if you're in the summative evaluation space, your goal is much more about showing the promise of a program – ideally getting all the way to showing the evidence of the effectiveness of the program. Just to kind of connect it to research -- I think Jean mentioned this earlier on -- both formative and summative evaluation can be considered like a type of research as they're both using measurements and data. I just think that the idea really is about like the different goals.

But one question that I thought might be lurking here is to what extent is IRB going to be required for different types of evaluation goals. It's like the case if you're in the summative evaluation stage, yes, you will want to get Institutional Review Board clearance. When you're in the formative space, you may be exempt; but it tends to be better to just err on the side of inquiring and making sure rather than assuming that you're definitely okay.

So, Jean, that was my quick and dirty way of trying to address that question. But if there's other things that you'd want to chime in on, please do.

[Jean Knab]
Yeah, the only other thing I would add is people would debate whether or not program implementation monitoring is evaluation or not. Again, our point was you should have pre-specified research questions, right? What data am I going to look at? What questions am I going to try to answer when doing program implementation monitoring? 
You're asking questions, you're collecting data, you're analyzing data. So it's a form of evaluation. That's why we sort of included it in this formative evaluation bucket. That said, I've seen things out there that would sort of separate that in a different kind of bucket. Again, it's up for debate; but from our perspective, it is a form of formative evaluation. 
[Tara Rice]
Great, thank you, Jean and Russ. It sounds like that was the main question that came in during the webinar in the Chat.
Now we'll open up the webinar for questions. There's two different ways that you can ask your questions. You can type your questions into the Chat; or, if you would like to ask your question verbally, use the hand icon on the bottom of your screen to raise your hand. I'll call on you; and when I call on you, Rick our host will unmute you, and you can ask your question. 
So at this time, we're taking questions on the content that we've covered today.

[Pause for responses]

[Tara Rice]
Okay, it doesn't seem like we have any questions coming in. 
[Jean Knab]
Folks will certainly have a chance to ask questions in the remaining webinars that will be sort of more focused on the specific types of activities they may be undertaking -- whether they're implementing a program, developing a program, or during an impact evaluation.

I see a question just came in. "Will the slides be sent out as well when I click, 'The chosen meeting has been canceled or ended'?"
Rick, I don't know if there's anything you can say in terms of using that link. They are going to be posted on the RHNTC website. If anyone wants them in the near term and if that site isn't going to be sort of accessible, folks could certainly reach out. I can drop my e-mail in the Chat and e-mail the slides to you.

[Russ Cole]
Sure, let me – I'm going to drop another link in to see if this one works. I'll also include the webinar password if you are prompted for that. Please stand by.

[Pause]

[Russ Cole]
And here is the password. 
[Jean Knab]
Okay, great, looks like some folks got them. Again, if anybody needs anything, I just dropped my e-mail in the Chat. You can try to reach out to me as well. But it sounds like someone was just able to download the slides.

[Russ Cole]
Great.

[Tara Rice]
Well, if there are no other questions, should we just close this out?

[Jean Knab]
Yes, and we'll be here tomorrow to talk about formative evaluation approaches when you're implementing Teen Pregnancy Prevention Program.

[Tara Rice]
Thank you, Jean.

Thank you, Russ.

Thank you, everyone, for attending today's webinar. Have a great rest of your day. We will be posting these recordings when they're available on the RHNTC site, which is www.rhntc.org.  
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